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Letter to the Editor
Statistics in medical research: Common mistakes
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Dear Editor,

The statistical section is an important part of any research
work because findings and inferences are not accurate unless

they have been validated by various statistical tools and tests.
Because most medical researchers lack significant statistical
training and fail to work with someone who does, numerous

errors are often made in data analysis and presentation in
published medical studies.1 If these errors are publicized,
they tend to spread because new scholars notice them

and attempt to replicate them. Fortunately, these errors are
frequently identified during the peer-review process, and
papers are returned for revision.2 Here, we discuss some of
the mistakes that can exert impact on the accuracy and

reliability of research findings; it is important that medical
professionals are aware of these issues.

1. Sampling bias. This occurs when the sample of study
participants is not representative of the population being
studied, and can lead to inaccurate conclusions relating to

the effects of a particular intervention in that population or
the inaccurate generalizability of the results. For example, a
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study on the prevalence of obesity that only includes
participants from a particular geographic region; this will

not be representative of the broader population. Another
example is a study on the efficacy of a new treatment for a
particular condition that only includes participants who

have amilder formof the condition; thiswould overestimate
the efficacy of the treatment in the general population.3

2. Inappropriate sample-size calculation. The validity of a
study would be negatively affected if the calculated sample

size was insufficient or incorrectly calculated. Samples
should not be too large or too small, as both have limi-
tations that can jeopardize research findings. A sample

that is too small may prevent the results from being
extrapolated, whereas a sample that is too large may
amplify the detection of differences, thus emphasizing

statistical differences that are not clinically significant. To
ensure adequate estimation of suitable sample size to
detect a significant effect of the intervention and that

the study has sufficient statistical power to detect such an
effect, it is necessary to perform a sample size calcula-
tion.4e6

3. Effect of confounding variables. These are variables that are

related to both the exposure and the outcome being studied
and can lead to false associations. Controlling for con-
founding variables is important to isolate the true effect of

the exposure. For example, a study on the relationship
between meat consumption and heart disease that fails to
account for other factors that may contribute to heart

disease, such as smoking or physical activity, or a study on
the effectiveness of a new treatment for tuberculosis that
fails to account for differences in disease severity or other

factors that may influence treatment outcomes.7

4. Errors in the application of statistical tests. Choosing the
wrong test for a particular dataset affects the validation of
observations during research. For example, the use of a

parametric t-test instead of a non-parametric Wilcoxon
signed-rank test when the data does not meet the
assumptions of normality, or the failure to apply Yates’
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continuity correction to the chi-squared, particularly
when the sample size analyzed is small.8

5. Type I and Type II errors. Type I errors occur when a study

incorrectly concludes that there is a significant effect when
there is not (erroneously finding a difference). These errors
can result from the use of inappropriate statistical tests or

inadequate sample sizes. For example, a clinical trial of a
new drug concludes that it is effective based on statistical
significance, but the effect size is very small and may not be
clinically meaningful. This means that the study concludes

that the drug is effective when it is not. Type II errors occur
when a study incorrectly concludes that there is no signif-
icant effect when there is (the inability to identify a real

difference). For example, a clinical trial of a new drug
concludes that it is not effective based on statistical insig-
nificance; however, in fact, the effect size is actually large

and clinically meaningful. This means that the study con-
cludes that the drug is not effective when it actually is.9

6. Failure to adjust for multiple comparisons. When multiple

comparisons are performed in a study, the probability of a
Type I error increases. To address this, statistical adjust-
ments should be made to control the overall false positive
rate. For example, a study is conducted to test the efficacy

of a new drug for treating a particular condition. The
study involves testing the drug on 100 patients and com-
pares their outcomes to a control group of 100 patients

who receive a placebo. The researchers measure several
outcomes, including blood pressure, heart rate, and
cholesterol levels. After analyzing the data, the researchers

find that the drug appears to have a statistically significant
effect on reducing blood pressure (p ¼ 0.03), but not on
heart rate (p¼ 0.20) or cholesterol levels (p¼ 0.10). Based
on this finding, the researchers conclude that the drug is

effective in reducing blood pressure and recommend it for
clinical use. However, the researchers failed to adjust for
multiple comparisons when analyzing the data. This

means that they did not consider the fact that they tested
multiple outcomes (blood pressure, heart rate, and
cholesterol levels) and that there is a higher chance of

obtaining a false positive result (i.e., a result that appears
significant but is actually due to chance) when testing
multiple outcomes.3e10

7. Inappropriate use of p-values. p-Values are often mis-
interpreted as a measure of effect size or clinical relevance,
when in fact they only indicate the probability of observing
the study results by chance. It is important to interpret

p-values in the context of effect size and clinical relevance.
For example, a study that finds a significant association
between taking omega 3 and better control of type II

diabetes with a p-value of 0.04, but the effect size is so
small that it is unlikely to have clinical relevance. Based on
this result, the researchers conclude that the treatment is

effective and recommend it for clinical use. However, the
p-value alone does not tell us the magnitude or clinical
relevance of the treatment effect. It only tells us the
probability of obtaining the observed difference in symp-

tom reduction between the treatment and control groups if
there is no true effect of the treatment. The effect size, on
the other hand, tells us the magnitude of the treatment

effect in terms of the size of the difference between the
treatment and control groups. A small p-value can corre-
spond to a large effect size, a small effect size, or something
in between. As reported by Lykken in 1968: “Statistical
significance is perhaps the least important attribute of a
good experiment; it is never a sufficient condition for

claiming that a theory has been usefully corroborated, that
a meaningful empirical fact has been established, or that an
experimental report ought to be published.”8e11

8. Data dredging or "fishing". This occurs when multiple
analyses are conducted on a dataset to identify significant
associations, without a clear hypothesis or theoretical
framework. This can result in false positive findings that

are not replicable. For example, a study that conducts
multiple analyses on a dataset without a clear hypothesis
or theoretical framework and reports a significant asso-

ciation between a particular variable and an outcome,
even though the finding may be due to chance.2e7

9. Publication bias. This occurs when studies with positive or

statistically significant results are more likely to be pub-
lished than those with negative or non-significant results,
thus leading to overestimation of the true effect size.

Publication bias can occur for a variety of reasons,
including the desire of researchers to publish positive re-
sults, the bias of journal editors and reviewers towards
positive studies, and the tendency of researchers to focus

on statistically significant results rather than the overall
pattern of findings. Publication bias can have serious
consequences as it can lead to incorrect conclusions about

the effectiveness of treatments or interventions.12

These are just some of the common mistakes in medical

research statistics. Overcoming these pitfalls, with carefully
designed studies, and by interpreting the results in the context
of clinical relevance and prior research objectives, will ensure

the accuracy and reliability of study findings. This will even-
tually lead to better endeavor in medical research work.
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